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#### Abstract

This paper presents numerical methods for solving the one-dimensional fractional reaction--diffusion equation with the fractional Caputo derivative. The proposed methods are based on transformation of the fractional differential equation to an equivalent form of a integro--differential equation. The paper proposes an improvement of the existing implicit method, and a new explicit method. Stability and convergence tests of the methods were also conducted.
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## 1. Introduction

Anomalous diffusion refers to a type of random motion or transport process that deviates from classical, normal, or Brownian diffusion behavior. In classical diffusion, particles move randomly and independently, following a Gaussian distribution. Anomalous diffusion is characterized by a non-Gaussian distribution (Metzler and Klafter, 2000, 2004;), and may involve mechanisms such as hindered motion or trapping.

The importance of anomalous diffusion in research lies in its prevalence in various natural and artificial systems as well as its implications for understanding complex physical (Solomon et al., 1993; Weeks et al., 1996; Kosztołowicz et al., 2005a, 2005b) and environmental (Humphries et al., 2010) processes.

The anomalous reaction-diffusion equation is a mathematical model that describes spatiotemporal evolution of a quantity such as concentration in a system where both diffusion and reaction processes are affected by anomalous behavior. This equation is commonly used to study how concentrations of substances change over time and space due to both diffusion and chemical reactions (Owolabi et al., 2020; Haq et al., 2021).

A number of numerical methods have been proposed to solve the anomalous reaction-diffusion equation, recent results devoted to this problem are contained in the papers (Coronel-Escamilla et al., 2018; Liu et al., 2015; Pradip and Prasad Goura, 2023; Saad and Gomez-Aguilar, 2018; Sandip and Srinivasan, 2023; Saxena et al., 2015).

The article presents novel numerical techniques designed to solve the one-dimensional fractional reaction-diffusion equation with the fractional Caputo derivative. In particular, the paper introduces improvements to the existing implicit method and introduces an entirely new explicit method. Comprehensive tests to evaluate the stability (the algorithm presented in the paper is a novel approach) and convergence of these new methods are also presented.
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## 2. Preliminaries

This Section includes definitions of the left-sided Riemann-Liouville integral and the left-sided Caputo derivative. Both definitions, along with the composition rule of the aforementioned operators, are taken from the monograph (Kilbas et al., 2006) and written in the context of subdiffusion, i.e., for $\alpha \in(0,1]$.
Definition 1. The left-sided Riemann-Liouville integral of order $\alpha$, denoted as $I_{0+}^{\alpha}$, is given by the following formula for $\operatorname{Re}(\alpha) \in(0,1]$

$$
\begin{equation*}
I_{0+}^{\alpha} f(t):=\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(\tau) d \tau}{(t-\tau)^{1-\alpha}} \tag{2.1}
\end{equation*}
$$

where $\Gamma$ is the Euler gamma function.
Definition 2. Let Rem $(\alpha) \in(0,1]$. The left-sided Caputo derivative of order $\alpha$ is given by the formula

$$
{ }^{C} D_{0+}^{\alpha} f(t):=\left\{\begin{array}{lll}
\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{f^{\prime}(\tau)}{(t-\tau)^{\alpha}} d \tau & \text { for } & 0<\alpha<1  \tag{2.2}\\
\frac{d f(t)}{d t} & \text { for } & \alpha=1
\end{array}\right.
$$

Property 1. Let function $f \in C^{1}(0, T)$. Then, the composition rule for the left-sided Riemann--Liouville integral and the left-sided Caputo derivative is given as follows

$$
\begin{equation*}
I_{0+}^{\alpha}{ }^{C} D_{0+}^{\alpha} f(t)=f(t)-f(0) \tag{2.3}
\end{equation*}
$$

The definition of the Mittag-Leffler function that is used in the remainder of this article is taken from the monograph (Podlubny, 1999).

Definition 3. Let $\gamma>0$. The one-parameter Mittag-Leffler function is given as the following series

$$
\begin{equation*}
E_{\gamma}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\gamma k+1)} \tag{2.4}
\end{equation*}
$$

Definition 4. Let $\Pi=\{(x, t): x \in[0, L] ; t \in[0, T]\}$ be a continuous region of solutions for the partial differential equation. Then the set $\bar{\Pi}=\left\{\left(x_{i}, t_{j}\right) \in \Pi: x_{i}=i \Delta x\right.$, $\left.i \in\{0,1, \ldots, m\}, \Delta x=L / m ; t_{j}=j \Delta t, j \in\{0,1, \ldots, n\} ; \Delta t=T / n\right\}$ we call the rectangular regular mesh described by the set of nodes.

## 3. Mathematical formulation and numerical solution of the problem

Consider the one-dimensional anomalous reaction-diffusion equation

$$
\begin{equation*}
{ }^{C} D_{0+, t}^{\alpha} U(x, t)=D_{\alpha} \frac{\partial^{2} U(x, t)}{\partial x^{2}}+Q_{\alpha}(x, t, U) \quad 0 \leqslant x \leqslant L \quad 0 \leqslant t \leqslant T \tag{3.1}
\end{equation*}
$$

supplemented with the boundary conditions

$$
\begin{equation*}
U(0, t)=f(t) \quad U(L, t)=g(t) \quad 0 \leqslant t \leqslant T \tag{3.2}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
U(x, 0)=h(x) \quad 0 \leqslant x \leqslant L \tag{3.3}
\end{equation*}
$$

### 3.1. Explicit numerical scheme

The implicit numerical method (Błasik, 2021) has some limitations, namely, it cannot solve an equation in which the source term is of the form $Q_{\alpha}(x, t, U)$. Therefore, in this Subsection, an explicit method is proposed that will work when the source term depends on the function $U$. A key role in the proposed approach is played by Property 1, which makes it possible to transform Eq. (3.1) into an equivalent integro-differential equation

$$
\begin{equation*}
U(x, t)=U(x, 0)+\frac{D_{\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(t-\tau)^{1-\alpha}} \frac{\partial^{2} U(x, \tau)}{\partial x^{2}} d \tau+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{Q_{\alpha}(x, \tau, U)}{(t-\tau)^{1-\alpha}} d \tau \tag{3.4}
\end{equation*}
$$

Further considerations will be carried out by taking into account the grid of nodes specified in Definition 4. For every node in the grid, we ascertain discrete representation of the integral kernel in the integrals mentioned in Eq. (3.4) on the right-hand side. To achieve this, we estimate the solution $U$ by employing a constant function between two successive nodes in relation to the variable $t$ (Diethelm, 2010) as follows $\bar{U}(x, t)=U\left(x, t_{j}\right)$ for $t_{j} \leqslant t \leqslant t_{j+1}, j=0, \ldots, n-1$. Hence, we have

$$
\begin{equation*}
\frac{D_{\alpha}}{\Gamma(\alpha)} \int_{0}^{t_{k}} \frac{1}{\left(t_{k}-\tau\right)^{1-\alpha}} \frac{\partial^{2} U(x, \tau)}{\partial x^{2}} d \tau \approx \frac{D_{\alpha}}{\Gamma(\alpha)} \int_{0}^{t_{k}} \frac{1}{\left(t_{k}-\tau\right)^{1-\alpha}} \frac{\partial^{2} \bar{U}(x, \tau)}{\partial x^{2}} d \tau \tag{3.5}
\end{equation*}
$$

From the additivity of the integral with respect to the integration interval and the approximation of the second order derivative of the function $U$ with respect to the spatial variable by the differential quotient, we obtain

$$
\begin{aligned}
& \frac{D_{\alpha}}{\Gamma(\alpha)} \int_{0}^{t_{k}} \frac{1}{\left(t_{k}-\tau\right)^{1-\alpha}} \frac{\partial^{2} \bar{U}(x, \tau)}{\partial x^{2}} d \tau=\frac{D_{\alpha}}{\Gamma(\alpha)} \sum_{j=0}^{k-1} \int_{t_{j}}^{t_{j+1}} \frac{1}{\left(t_{k}-\tau\right)^{1-\alpha}} \frac{\partial^{2} U\left(x, t_{j}\right)}{\partial x^{2}} d \tau \\
& \quad=\frac{D_{\alpha}}{\Gamma(\alpha)} \sum_{j=0}^{k-1} \frac{\left(t_{k}-t_{j}\right)^{\alpha}-\left(t_{k}-t_{j+1}\right)^{\alpha}}{\alpha} \frac{\partial^{2} U\left(x, t_{j}\right)}{\partial x^{2}} \\
& \quad=\frac{D_{\alpha} \Delta t^{\alpha}}{\Gamma(\alpha+1)} \sum_{j=0}^{k-1}\left[(k-j)^{\alpha}-(k-j-1)^{\alpha}\right] \frac{\partial^{2} U\left(x, t_{j}\right)}{\partial x^{2}} \\
& \quad=\frac{D_{\alpha} \Delta t^{\alpha}}{\Gamma(\alpha+1)} \sum_{j=0}^{k-1}\left[(k-j)^{\alpha}-(k-j-1)^{\alpha}\right] \frac{U_{i-1, j}-2 U_{i, j}+U_{i+1, j}}{(\Delta x)^{2}} \\
& \quad=D_{\alpha} \sum_{j=0}^{k-1} \frac{r_{j, k}}{\Delta x^{2}}\left(U_{i-1, j}-2 U_{i, j}+U_{i+1, j}\right)
\end{aligned}
$$

where the discrete form of the kernel of the left-sided Riemann-Liouville integral is given by the formula

$$
\begin{equation*}
r_{j, k}=\frac{\Delta t^{\alpha}}{\Gamma(\alpha+1)}\left[(k-j)^{\alpha}-(k-j-1)^{\alpha}\right] \tag{3.6}
\end{equation*}
$$

Repeating the same discretization for the second integral on the right-hand side of equation (3.4), we get

$$
\begin{equation*}
\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{Q_{\alpha}(x, \tau, U) d \tau}{(t-\tau)^{1-\alpha}} \approx \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{\bar{Q}_{\alpha}(x, \tau, U)}{(t-\tau)^{1-\alpha}} d \tau \tag{3.7}
\end{equation*}
$$

and sequentially

$$
\begin{align*}
& \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{\bar{Q}_{\alpha}(x, \tau, U)}{(t-\tau)^{1-\alpha}} d \tau=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{k-1} \int_{t_{j}}^{t_{j+1}} \frac{1}{\left(t_{k}-\tau\right)^{1-\alpha}} Q_{\alpha}\left(x, t_{j}, U\right) d \tau \\
& \quad=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{k-1} \int_{t_{j}}^{t_{j+1}} \frac{\left(t_{k}-t_{j}\right)^{\alpha}-\left(t_{k}-t_{j+1}\right)^{\alpha}}{\alpha} Q_{\alpha}\left(x, t_{j}, U\right) d \tau  \tag{3.8}\\
& \left.\quad=\frac{\Delta t^{\alpha}}{\Gamma(\alpha+1)} \sum_{j=0}^{k-1}\left[(k-j)^{\alpha}-(k-j-1)^{\alpha}\right]\right) Q_{\alpha}\left(x_{i}, t_{j}, U_{i, j}\right)=\sum_{j=0}^{k-1} r_{j, k} Q_{\alpha}\left(x, t_{j}, U\right)
\end{align*}
$$

Finally, we get an explicit numerical scheme

$$
\begin{equation*}
U_{i, k}=U_{i, 0}+D_{\alpha} \sum_{j=0}^{k-1} \frac{r_{j, k}}{\Delta x^{2}}\left(U_{i-1, j}-2 U_{i, j}+U_{i+1, j}\right)+\sum_{j=0}^{k-1} r_{j, k} Q_{\alpha i, j} \tag{3.9}
\end{equation*}
$$

### 3.2. Implicit numerical scheme

The numerical method proposed in this Subsection is a modification of the method presented in the paper (Błasik, 2021). The main change consists in a different way of discretizing the source term of the equation. The expression $\sum_{j=0}^{k} w_{j, k} Q_{\alpha i, j}$ has been replaced by $\sum_{j=0}^{k-1} r_{j, k} Q_{\alpha i, j}$, look at the last component of equation (3.10). We can write the improved implicit numerical scheme in the form

$$
\begin{align*}
& -\frac{D_{\alpha} w_{k, k}}{(\Delta x)^{2}} U_{i-1, k}+\left(1+\frac{2 D_{\alpha} w_{k, k}}{(\Delta x)^{2}}\right) U_{i, k}-\frac{D_{\alpha} w_{k, k}}{(\Delta x)^{2}} U_{i+1, k} \\
& \quad=U_{i, 0}+\sum_{j=0}^{k-1} \frac{D_{\alpha} w_{j, k}}{(\Delta x)^{2}}\left(U_{i-1, j}-2 U_{i, j}+U_{i+1, j}\right)+\sum_{j=0}^{k-1} r_{j, k} Q_{\alpha i, j} \tag{3.10}
\end{align*}
$$

where

$$
w_{j, k}:=\frac{(\Delta t)^{\alpha}}{\Gamma(2+\alpha)} \begin{cases}(\alpha+1-k) k^{\alpha}+(k-1)^{\alpha+1} & j=0  \tag{3.11}\\ (k-j+1)^{\alpha+1}-2(k-j)^{\alpha+1}+(k-j-1)^{\alpha+1} & 0<j<k \\ 1 & j=k\end{cases}
$$

Note that now we do not need to know the value of the source term at the $k$-th time layer. So the scheme can be written as a system of $n-1$ algebraic equations in the matrix form

$$
\begin{equation*}
\mathbf{A U}_{k}=\mathbf{B} \tag{3.12}
\end{equation*}
$$

where matrices $\mathbf{A}$ and $\mathbf{B}$ are defined as

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{cccccccc}
1+2 a & -a & 0 & 0 & \cdots & 0 & 0 & 0 \\
-a & 1+2 a & -a & 0 & \cdots & 0 & 0 & 0 \\
0 & -a & 1+2 a & -a & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & -a & 1+2 a & -a & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -a & 1+2 a & -a \\
0 & 0 & 0 & 0 & \cdots & 0 & -a & 1+2 a
\end{array}\right] \\
& \mathbf{B}=\left[\begin{array}{c}
b_{1}+a U_{0, k} \\
b_{2} \\
b_{3} \\
\vdots \\
b_{i} \\
\vdots \\
b_{m-2} \\
b_{m-1}+a U_{m, k}
\end{array}\right]
\end{aligned}
$$

The elements of matrices $\mathbf{A}$ and $\mathbf{B}$ are defined by the formulas

$$
\begin{aligned}
& a:=\frac{D_{\alpha} w_{k, k}}{(\Delta x)^{2}} \\
& b_{i}:=U_{i, 0}+\sum_{j=0}^{k-1} \frac{D_{\alpha} w_{j, k}}{\Delta x^{2}}\left(U_{i-1, j}-2 U_{i, j}+U_{i+1, j}\right)+\sum_{j=0}^{k-1} r_{j, k} Q_{\alpha i, j}
\end{aligned}
$$

## 4. Numerical examples

This Section presents numerical results which are compared with a closed exact solution. In the calculations, the following form of the analytical solution was adopted

$$
\begin{equation*}
U(x, t)=\frac{1}{2} \sin (x) E_{\alpha}\left(t^{\alpha}\right) \tag{4.1}
\end{equation*}
$$

From the fact of invariance of the Mittag-Leffler function with respect to the left-sided Caputo derivative, the form of the source term is derived. Thus, we define the initial boundary value problem as

$$
\begin{equation*}
{ }^{C} D_{0+, t}^{\alpha} U(x, t)=\frac{\partial^{2} U(x, t)}{\partial x^{2}}+2 U(x, t) \quad 0 \leqslant x \leqslant \frac{\pi}{2} \quad t \geqslant 0 \tag{4.2}
\end{equation*}
$$

supplemented with the boundary conditions

$$
\begin{equation*}
U(0, t)=0 \quad U\left(\frac{\pi}{2}, t\right)=\frac{1}{2} E_{\alpha} t^{\alpha} \quad t \geqslant 0 \tag{4.3}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
U(x, 0)=\frac{1}{2} \sin x \quad 0 \leqslant x \leqslant \frac{\pi}{2} \tag{4.4}
\end{equation*}
$$

where the generalized diffusion coefficient $D_{\alpha}$ is equal to one. In the calculations, the following mesh parameters were assumed: $T=0.1, L=\pi / 2, m, n \in\{25,50,100,200\}$, and the order of the left-sided Caputo derivative $\alpha \in\{0.25,0.5,0.75,1\}$.


Fig. 1. The numerical solution of the initial-boundary value problem for $\alpha=1$ (a). The absolute error generated by the numerical method for $\alpha=1$ (b)


Fig. 2. The numerical solution of the initial-boundary value problem for $\alpha=75$ (a). The absolute error generated by the numerical method for $\alpha=75$ (b)


Fig. 3. The numerical solution of the initial-boundary value problem for $\alpha=0.5$ (a). The absolute error generated by the numerical method for $\alpha=0.5$ (b)

Figures 1-4, part (a), show the numerical solutions of Eq. (4.2)-(4.4) obtained by the implicit method for four different values of the order of the left-sided Caputo derivative. Part (b) presents the absolute error generated by the proposed method resulting from validation of the numerical scheme with exact solution Eq. (4.1). For large values of the order of the left-sided Caputo


Fig. 4. The numerical solution of the initial-boundary value problem for $\alpha=0.25$ (a). The absolute error generated by the numerical method for $\alpha=0.25$ (b)
derivative: $\alpha=1$ and $\alpha=0.75$, we observe its smallest value near the boundary conditions, for $x=0$ and $x=\pi / 2$. We also notice that the error accumulates and reaches the maximum value for $t=0.1$. In the case of $\alpha=0.5$ and $\alpha=0.25$, the numerical scheme generates the largest errors for small values of the variable $t$.

Tables 1-4 present the average absolute errors generated by the implicit numerical scheme for sixteen grid variants and four values of the order of the left-sided Caputo derivative. The results clearly show that the order of the derivative has a significant effect on the accuracy of the numerical method, and the average absolute error is negatively correlated with it.

Table 1. The average absolute error generated by the numerical method for $\alpha=1$

| $n$ | 25 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 25 | $4.801 \cdot 10^{-5}$ | $5.237 \cdot 10^{-5}$ | $5.376 \cdot 10^{-5}$ | $5.424 \cdot 10^{-5}$ |
| 50 | $2.191 \cdot 10^{-5}$ | $2.57 \cdot 10^{-5}$ | $2.681 \cdot 10^{-5}$ | $2.715 \cdot 10^{-5}$ |
| 100 | $8.81 \cdot 10^{-6}$ | $1.232 \cdot 10^{-5}$ | $1.328 \cdot 10^{-5}$ | $1.356 \cdot 10^{-5}$ |
| 200 | $2.247 \cdot 10^{-6}$ | $5.609 \cdot 10^{-6}$ | $6.505 \cdot 10^{-6}$ | $6.749 \cdot 10^{-6}$ |

Table 2. The average absolute error generated by the numerical method for $\alpha=0.75$

| $n$ | 25 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 25 | $2.298 \cdot 10^{-4}$ | $2.415 \cdot 10^{-4}$ | $2.457 \cdot 10^{-4}$ | $2.474 \cdot 10^{-4}$ |
| 50 | $1.099 \cdot 10^{-4}$ | $1.191 \cdot 10^{-4}$ | $1.221 \cdot 10^{-4}$ | $1.231 \cdot 10^{-4}$ |
| 100 | $5.02 \cdot 10^{-5}$ | $5.815 \cdot 10^{-5}$ | $6.049 \cdot 10^{-5}$ | $6.124 \cdot 10^{-5}$ |
| 200 | $2.049 \cdot 10^{-5}$ | $2.782 \cdot 10^{-5}$ | $2.985 \cdot 10^{-5}$ | $3.044 \cdot 10^{-5}$ |

Table 3. The average absolute error generated by the numerical method for $\alpha=0.5$

| $n$ | 25 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 25 | $9.967 \cdot 10^{-4}$ | $1.031 \cdot 10^{-3}$ | $1.045 \cdot 10^{-3}$ | $1.051 \cdot 10^{-3}$ |
| 50 | $4.809 \cdot 10^{-4}$ | $5.047 \cdot 10^{-4}$ | $5.134 \cdot 10^{-4}$ | $5.169 \cdot 10^{-4}$ |
| 100 | $2.271 \cdot 10^{-4}$ | $2.458 \cdot 10^{-4}$ | $2.518 \cdot 10^{-4}$ | $2.54 \cdot 10^{-4}$ |
| 200 | $1.027 \cdot 10^{-4}$ | $1.188 \cdot 10^{-4}$ | $1.235 \cdot 10^{-4}$ | $1.25 \cdot 10^{-4}$ |

Table 4. The average absolute error generated by the numerical method for $\alpha=0.25$

| $n$ | 25 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 25 | $4.952 \cdot 10^{-3}$ | $5.084 \cdot 10^{-3}$ | $5.144 \cdot 10^{-3}$ | $5.171 \cdot 10^{-3}$ |
| 50 | $2.401 \cdot 10^{-3}$ | $2.482 \cdot 10^{-3}$ | $2.515 \cdot 10^{-3}$ | $2.529 \cdot 10^{-3}$ |
| 100 | $1.147 \cdot 10^{-3}$ | $1.201 \cdot 10^{-3}$ | $1.222 \cdot 10^{-3}$ | $1.23 \cdot 10^{-3}$ |
| 200 | $5.359 \cdot 10^{-4}$ | $5.784 \cdot 10^{-4}$ | $5.922 \cdot 10^{-4}$ | $5.972 \cdot 10^{-4}$ |

### 4.1. Convergence analysis

The convergence order is a measure of how quickly the grid method approaches the solution to the problem as the number of mesh nodes increases. The experimental convergence order is determined empirically by analyzing the rate at which the error decreases with each increase in the number of nodes. To determine the experimental order of convergence of the implicit numerical method, we use the formula ( Gu et al., 2021)

$$
\begin{equation*}
\mathrm{EOC}=\log _{2}\left(\frac{\frac{1}{(m+1)(n+1)} \sum_{j=0}^{n} \sum_{i=0}^{m}\left|U\left(x_{i}, t_{j}\right)-U_{i, j}^{m, n}\right|}{\frac{1}{(2 m+1)(2 n+1)} \sum_{j=0}^{2 n} \sum_{i=0}^{2 m}\left|U\left(x_{i}, t_{j}\right)-U_{i, j}^{2 m, 2 n}\right|}\right)=\log _{2}\left(\frac{\Delta U^{m, n}}{\Delta U^{2 m, 2 n}}\right) \tag{4.5}
\end{equation*}
$$

where $U\left(x_{i}, t_{j}\right)$ is the exact solution determined at node $(i \Delta x, j \Delta t)$, while $U_{i, j}^{m, n}$ represents the approximate solution calculated by the numerical method.

The data collected in Tables 5 and 6 clearly show that the experimental order of convergence tends to one very quickly, as $m$ and $n$ increases.

Table 5. Convergence order of the implicit numerical scheme for $\alpha \in\{1,0.75\}$

| $n$ | $m$ | $\alpha=1$ |  | $\alpha=0.75$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta U^{m, n}$ | EOC | $\Delta U^{m, n}$ | EOC |
| 25 | 25 | $4.801 \cdot 10^{-5}$ | - | $2.298 \cdot 10^{-4}$ | - |
| 50 | 50 | $2.57 \cdot 10^{-5}$ | 0.902 | $1.191 \cdot 10^{-4}$ | 0.948 |
| 100 | 100 | $1.328 \cdot 10^{-5}$ | 0.953 | $6.049 \cdot 10^{-5}$ | 0.977 |
| 200 | 200 | $6.749 \cdot 10^{-6}$ | 0.977 | $3.044 \cdot 10^{-5}$ | 0.991 |

Table 6. Convergence order of the implicit numerical scheme for $\alpha \in\{0.5,0.25\}$

| $n$ | $m$ | $\alpha=1$ |  | $\alpha=0.75$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta U^{m, n}$ | EOC | $\Delta U^{m, n}$ | EOC |
| 25 | 25 | $9.967 \cdot 10^{-4}$ | - | $4.952 \cdot 10^{-3}$ | - |
| 50 | 50 | $5.047 \cdot 10^{-4}$ | 0.982 | $2.482 \cdot 10^{-3}$ | 0.997 |
| 100 | 100 | $2.518 \cdot 10^{-4}$ | 1.003 | $1.222 \cdot 10^{-3}$ | 1.022 |
| 200 | 200 | $1.25 \cdot 10^{-4}$ | 1.01 | $5.972 \cdot 10^{-4}$ | 1.033 |

### 4.2. Stability analysis

During numerical tests, the explicit scheme defined by equation (3.9) showed features of conditional stability. For a certain ratio of the time and spatial step, it generated convergent solutions. After increasing the time step at a fixed spatial step, its divergence was observed. To determine the stability condition, an algorithm was proposed, which is described in this Section.

The stability condition of the numerical scheme is formulated for solution (4.1), which is monotonic in the region in which we solve the differential equation. Thus, considering any three
consecutive nodes with respect to the time or space variable, the value of the solution at the center node should not exceed the values obtained at neighboring nodes - this condition is written in the ninth line of the pseudocode. The algorithm can be described in several points:

1) we initiate the algorithm by specifying values: $\alpha=1, t_{\text {end }}=0.001, x_{\text {start }}=0, x_{\text {end }}=\pi / 2$, $m=10, n=10$,
2) we generate the solution by the explicit scheme and check the stability condition,
3) through the parameter $\lambda_{t}^{2}=0 .(90)$, we modify the time step to obtain an unstable solution,
4) through the parameter $\lambda_{t}^{1}=0.99$, we slowly reduce the time step until the stability condition is fulfilled,
5) we write the spatial step and the largest possible time step that guarantee stability to the result list,
6) we reduce the spatial step with the parameter $\lambda_{x}=0.93$ so that $x_{\text {end }}>x_{\text {end }}^{*}$, where $x_{\text {end }}^{*}=\pi / 4$, and repeat steps 2-5.

The above-mentioned steps of the algorithm resulted in a set of points, which are presented in Fig. 5a. Then the approximation of points with the function $p_{1} \Delta x^{p_{2}}$ was carried out. It should be noted that the fit of the function to the sets of points is almost perfect - the coefficient of determination after rounding to the fourth decimal place gives a value of one.


Fig. 5. Relationship between $\Delta x$ and $\Delta t$ for $\alpha=1$ and (a) $m, n=10$, (b) $m, n=20$, (c) $m, n=40$.
The obtained results are presented in Fig. 5 and Table 7. Analysis of the results leads to the following observations. For $\alpha=1$ and increasing grid parameters $m$ and $n, p_{1} \rightarrow 0.5$ and $p_{2} \rightarrow 2$, which is in accordance with the stability criterion for the explicit method for the classical diffusion equation where the relationship $\Delta t \leqslant 0.5 \Delta x^{2}$ occurs. Analysis of the results in the other cases of Table 7 leads to a more general condition in the form of $\Delta t \leqslant \delta_{\alpha} \Delta x^{2 / \alpha}$.

```
Algorithm 1: Algorithm to test stability
    Input : Initial values of: \(\alpha, t_{\text {end }}, x_{\text {start }}, x_{\text {end }}, x_{\text {end }}^{*}, \lambda_{x}, \lambda_{t}^{2}, \lambda_{t}^{1}, m, n\)
    Output: List of points: result
    while \(x_{\text {end }}>x_{\text {end }}^{*}\) do
        sta \(\leftarrow 0\);
        counter \(\leftarrow 1\);
        while sta \(\neq 1\) do
            Implicit_scheme \(\left(\alpha, t_{\text {end }}, x_{\text {start }}, x_{\text {end }}, m, n\right)\);
            stop \(\leftarrow 0\);
            for \(j \leftarrow 1\) to \(n-1\) do
                for \(i \leftarrow 1\) to \(m-1\) do
                    if \(\left(\left|\frac{U_{i-1, j}+U_{i+1, j}}{2}-U_{i, j}\right|<\frac{1}{2}\left|U_{i+1, j}-U_{i-1, j}\right|\right)\) and
                    \(\left(\left|\frac{U_{i, j-1}+U_{i, j+1}}{2}-U_{i, j}\right|<\frac{1}{2}\left|U_{i, j+1}-U_{i, j-1}\right|\right)\) then
                        \(s t a \leftarrow 1 ;\)
                    end
                    else
                        \(s t a \leftarrow 0 ;\)
                        stop \(\leftarrow 1\);
                        Break;
                end
            end
            end
            if stop \(==1\) then
                Break;
            end
        end
        if sta \(==1\) and counter \(==1\) then
            \(t_{\text {end }} \leftarrow t_{\text {end }} / \lambda_{t}^{2} ;\)
            Break;
        end
        if \(s t a==1\) then
            Append \(\left[\left(x_{\text {end }}-x_{\text {start }}\right) / m, t_{\text {end }} / n\right]\) to result;
        end
        else
            \(t_{\text {end }} \leftarrow t_{\text {end }} \times \lambda_{t}^{1} ;\)
            counter \(\leftarrow\) counter +1 ;
        end
        \(x_{e n d} \leftarrow x_{e n d} \times \lambda_{x} ;\)
    end
```

Table 7. Estimated values of the parameters $p_{1}$ and $p_{2}$ of the function $p_{1} \Delta x^{p_{2}}$

| $n$ | $m$ | $\alpha=1$ |  |  | $\alpha=0.75$ |  |  | $\alpha=0.5$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $p_{1}$ | $p_{2}$ | $R^{2}$ | $p_{1}$ | $p_{2}$ | $R^{2}$ | $p_{1}$ | $p_{2}$ | $R^{2}$ |
| 10 | 10 | 0.787 | 1.913 | 1 | 0.457 | 2.518 | 1 | 0.172 | 3.736 | 1 |
| 20 | 20 | 0.624 | 1.954 | 1 | 0.347 | 2.588 | 1 | 0.127 | 3.873 | 1 |
| 40 | 40 | 0.551 | 1.973 | 1 | 0.307 | 2.631 | 1 | 0.102 | 3.926 | 1 |

## 5. Conclusions

In this paper, two numerical methods for solving the one-dimensional fractional reaction--diffusion equation were proposed. The explicit method in testing proved to be conditionally stable. The stability condition was determined by the algorithm proposed in the paper, its form $\Delta t \leqslant \delta_{\alpha} \Delta x^{2 / \alpha}$ made the numerical scheme very time-consuming for small values of $\alpha$. The order of convergence of the implicit method was also estimated, which was one.
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